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## 摘要

## 1 数据集介绍与切割

此次实验所使用的数据集是Kaggle比赛中提供的mushrooms数据集，整个数据集是一个csv文件。该数据集提供大量关于蘑菇的样本，主要目的是通过蘑菇的外形、颜色等特征判断具有某一特征的蘑菇是否是毒蘑菇。

该数据集包含了8124个样本，每个样本有23个属性，这里将这一样本是否为毒蘑菇作为标签，即有22个普通属性，一个标签属性。

为了后续实验的要求需要对数据进行分割，这里将采取10重交叉验证的方法进行测试。10重交叉验证法需要先将数据集D划分为10个大小相似的互斥子集，然后每次用9个子集的并集作为训练集,余下的那个子集作为测试集;这样就可获得10组训练／测试集,从而可进行10次训练和测试,最终返回的是这10个测试结果的均值。

其具体步骤如下：

（1）将数据读入DataFrame中，然后将数据集随机打乱

（2）将数据集分成10个csv文件保存下来

（3）在使用时以其中9个文件作为训练集，1个文件作为训练集进行学习，重复10次返回均值

具体程序代码如下所示。

1. def data\_split(filename,n):
2. df = pd.read\_csv(filename, encoding='utf-8')
3. df = df.sample(frac=1.0) # 全部打乱
4. cut\_idx = int(round(0.1 \* df.shape[0]))
5. for i in range(n):
6. if i !=9:
7. data=df.iloc[i\*cut\_idx:(i+1)\*cut\_idx]
8. data.to\_csv('data/%s.csv'%(str(i)))
9. else:
10. data=df.iloc[(i)\*cut\_idx:]
11. data.to\_csv('data/%s.csv'%(str(i)))
12. data\_split('mushrooms.csv',10)

![](data:image/png;base64,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)运行结果如图1-1.

图1-1 交叉验证文件分割效果

## 2 KNN算法和朴素贝叶斯算法

这一部分就两大经典的机器学习算法-KNN算法和朴素贝叶斯算法进行了讨论，这两个算法都是十大最经典机器学习算法，这里我们将其应用到mushrooms数据集中。

### 2.1 KNN算法

,kNN是一种常用的监督学习方法,其工作机制非常简单：给定测试样本,基于某种距离度量找出训练集中与其最靠近的k个训练样本,然后基于这k个样本的信息来进行预测。

在kNN会通过对象间的距离来作为各对象间的非相似性指标，最常用的距离函数是欧式距离，其中二维空间下欧式距离如式1.1所示。

|  |  |
| --- | --- |
|  | 1.1 |

算法的具体描述如下：

（1）计算测试数据与各个训练数据之间的距离；

（2）按照距离的递增关系进行排序；

（3）选取距离最小的K个点；

（4）确定前K个点所在类别的出现频率；

（5）返回前K个点中出现频率最高的类别作为测试数据的预测分类。

在mushrooms数据集中所有属性都是名称型，为了使用kNN算法，需要计算样本之间的距离，因此首先将数据集中的属性编码，使之都变为整数型，具体代码如下：

1. from sklearn.preprocessing import LabelEncoder
2. labelencoder=LabelEncoder()
3. for col in data.columns:
4. data[col] = labelencoder.fit\_transform(data[col])
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图1-2 数据集编码结果 （左）编码前数据集 （右）编码后数据集

编码后数据集，对测试集中的样本计算其与每个训练样本之间的欧式距离，如

### 2.1 KNN算法

（1）意见挖掘：

主观性检测：检测任务可以根据文本是客观性文本还是主观性文本进行区分.客观性文本中载有一些事实性的信息，例如“天空很蓝”，而主观性文本则表达某人的个人观点或意见，例如“我喜欢蓝色”[LB2011].

意见极性分类：这个任务是确定文本表达的是正面还是负面（或有时是中性）意见.如上所述，“情感分析”和“意见挖掘”可以限制性的被用作“极性分类”的同义词.本文的第2节讨论了许多与此子任务相对应的以前的工作.

垃圾意见检测：这一任务检测一些支持或反对某一产品或服务的恶意用户为了使自己的目标受欢迎或是不受欢迎而写入的虚假意见.[Nitin2008]的工作是在这个研究领域取得了令人鼓舞的成果的首批尝试之一.

意见总结：这一任务是对包括不同的观点，方面和极性的大量意见进行总结.这对想要做出决策的人尤其重要，因为单一的意见是不可信的.[HMQ2004]的工作就是对产品评论进行舆论总结的一个例子.

议论表达检测：识别议论结构以及文档中不同论点之间的关系的任务，例如识别两个对立的论点.[LWH2006]是一个我以前阅读过的有趣的作品.

（2）情感挖掘任务：

情感检测：检测文本是否传达某些类型的情感的任务.这与对观点进行主观性检测相似，并且在[Narendra2013]进行了相关描述.

情感极性分类：假设文本中存在某些情感，这一任务确定文本中现有情感的极性.这一任务与意见极性分类相似.[Cecilia2005B]和[Jeffrey2007]是对这一任务进行研究的例子.

情感分类：将文本中存在的情感细分为一组（或多个）已定义情感的任务.本文后面将要讨论的大部分文献属于这一类.

情感原因检测：挖掘某些情感的导致因素的任务，如在[Sophia2010]的早期工作中那样, [GK2015]做了后续工作.

从上述定义中可以推论，我们区分“检测”和“分类”这两个词.对（意见或情感）检测问题的答案是是或不是，意思是文本中是否存在要检测的意见或情感.而分类问题的答案是目标文本的确切意见类型（积极，消极）或情感（喜悦，悲伤等）.

此外，图1显示了情感分析，意见挖掘和极性分类等术语之间的区别.在文献中，所有这些术语都被用来指代意见极性分类的问题;然而，我们看到意见极性分类是意见挖掘的一个子任务，意见挖掘又是情感分析的一个子任务.在这篇文章中，我们使用每个术语所对应的确切和具体的任务进行区分.

### 1.1 动机

如图1所示，对意见挖掘有着大量的研究，在许多重点和专业的领域都已经进行了调查，而从文本中挖掘情感还处于起步阶段，还有很长的路要走.情感挖掘在神经科学，认知科学，心理学等学科都是一个有趣的课题，近年来已经引起了计算机科学界的广泛关注.开发可以从文本中检测情感的系统有很多潜在的应用.在客户关怀服务中，情感挖掘可以帮助营销人员获得关于客户满意程度以及他们服务的哪些方面应该改进或修改的信息，从而与他们的终端用户建立牢固的关系[Narendra2013].用户的情感可以用于特定产品的销售预测.在电子学习应用中，智能辅导系统可以根据用户的感受和心理状态决定教材.在人机交互中，计算机可以监视用户的情绪以推荐合适的音乐或电影[S. Voeffray2011].具有识别情绪的技术使得新的文本访问方法如允许用户通过情感过滤搜索结果.具有识别情感的技术产生了新的文本访问方法如允许用户通过情感过滤搜索结果.另外，情感挖掘系统的输出可以作为其他系统的输入.例如，[Francisco2016]使用文本中检测到的情感进行作者描述，确定作者的具体年龄和性别.最后至关重要的是心理学家可以推断患者的情绪并相应地预测他们的心理状态.在较长的一段时间内，他们能够检测到患者是否面临抑郁或压力[Munmun2013]或甚至考虑自杀.这是非常有用的，因为他/她可以被称为咨询服务[Kim2012].

另一方面，随着Web 2.0技术的爆炸性增长，人们可以通过不同的媒体来表达自己和感受.这为该领域增加了新的研究方向.已经有一些有关从文本，面部表情，图像，演讲，绘画，歌曲和其他种类的媒体中检测情绪的研究[Carlos2004][Alicja2006].其中，面部表情和语音录音演讲包含关于情感的最主要的信息，并已经被广泛研究.还有一些关于不同类型的信息组合的研究，如文本和图像的特征，包括[ZYW2015].在这里，我们只关注文本，因此不会利用通过面部或音频通道传递的信息.个人笔记，电子邮件，新闻标题，博客，故事，小说和聊天消息是一些可以传达情感的文本.特别是Twitter，Facebook，MySpace等流行的社交网站是可以轻松和广泛地分享情感的适当场所.

[PB2008]和[LB2012]对情感分析进行了综合性的调查，在[LB2015]中对这一内容进行了扩展.虽然这些文章中讨论的方法和技术也可以应用到情感挖掘领域，但是没有一篇文章具体的描述这个任务.还有一些关于情感挖掘的调查，例如[E. C.-C.2009]的作品，和[Mukesh2014]，但这些文章描述不完整.另外，涉及情感挖掘的大部分工作都没有考虑到情感挖掘和意见挖掘之间的紧密联系.事实上，意见挖掘中使用的许多方法和技术也可以应用于情感挖掘问题.这些事实促使我们采取情感分析的观点来补充现有的情感分析调查，以此来覆盖为这一流行任务开发的最先进的方法和资源.

另外，如图1所示，极性分类可以应用于意见挖掘和情感挖掘；然而，在文献中，它几乎总是指意见的极性分类.例如，[PB2008]提到：“将意见文件标记为表达总体积极或总体消极意见的二元分类任务称为情感极性分类或极性分类.然而，在这种文献所提出的技术和方法对于情感极性分类也是有用的.这里有两个原因可以解释这一现象：（1）意见和情感是语义相关的概念.一般情况下，对一个事物的意见可以使人感觉到同一方向（正面或负面）的情绪，（2）这些技术往往没有任何意见挖掘特有的特征，因此，它们也可以直接应用于情感标签化的问题.考虑到这一推论，我们认为在进入情感研究之前，应该重新审视极性分类的方法.

本文的组织结构如下：第二部分对极性分类任务的关键要素进行了说明，并对该领域中对情感挖掘任务有用的部分进行了评述.在第三部分中，介绍了一组重要的资源，包括研究人员需要进行极性分类任务的词汇和数据集.在第四部分我们回顾情感理论以获取有关情感的基本知识.在第五部分给出了关于情感研究的全面的调查.第六部分致力于介绍针对情感挖掘工作的有用资源，最后，第七部分进行了总结和讨论.

## 2 极性分类

极性分类是把文本的意见归类为两种相反的情感极性之一，其中最常说的是“喜欢” “不喜欢”[PB2008].尽管这方面的大部分工作都是在产品和服务评论上做的，这里评论主要是指正面或负面的评价，但还有其他一些的问题，在这里“喜欢”或“不喜欢”被解释为其他概念，如不同的政治观点[Pang2008].正如第一节所述，不同的媒体可以用来表达意见，在这里我们只关注文本.有关其他类型极性分类的更多信息，可以参考[Louis2011].

自动极性分类可以根据在不同的层次进行分类.例如在粒度方面，可以在文档，句子或其他方面进行.

（1）文档级别：在这里，无论是短的还是长的文档都被作为问题输入的基本单位，整个文档的极性是研究的核心.文档级极性分类涉及了自动极性分类领域的大部分工作，被认为是研究界最简单的情感分析任务[LB2015].同时，由于大多数在线数据包括诸如博客帖子和评论等文件，所以文档级极性分类有着广泛的需求.文档级的极性分类是进行社交网络中社交和心理学研究[Alvaro2014][GB2015]，消费者满意度研究[Daekook2014]，和医疗环境下的患者研究[Kerstin2015]的基本要求.

（2）句子级别：这个层次研究的目的是确定句子的极性.正如[Alena2007]所指出的那样.这个层面研究的挑战是周围环境对句子的影响.例如，根据所使用的上下文，“我不能更好地描述这个产品”这个句子可以是正面的也可以是负面的.最近几年广泛研究的微博极性分类是句子极性分类最有意义的应用.

（3）侧面级别：这个类别也被称为基于特征的意见挖掘，包括发现关于产品或服务的特定方面的观点极性的研究.例如，对餐馆的意见可以是关于餐厅的两个方面，即食品和餐厅的清洁.这类研究对企业主和政界人士来说是非常有用的，可以在文档或句子级分类材料不足的情况下，获得关于人们对其产品和服务的各种特征的意见汇总的见解.

从文本中提取某个侧面和提取侧面的极性分类是侧面级极性分类的两个主要组成部分.[HM2004]的工作是这个领域最早的工作之一.进一步的尝试主要集中在仅增强这些侧面中的一个.例如，这里最重要的研究之一是致力于在侧面提取中使用主题建模，例如[LCH2009]，[Yohan2011]，[Saif2012]的工作，以及[WS2016].

根据数据的性质可以把相关问题分成两类.一些数据集已经经过人工注释，然而还有许多未标记的评论和帖子的数据集.使用标记好的数据集的方法通常会显示更好的结果;然而对于未标记的数据需要人工标记，这种情况的工作量可能是我们承受不起的.在以下两个小节中，我们分别讨论了处理带注释和不带注释的文本数据的方法.

### 2.1 在标记数据上的工作

处理标记数据的算法被称为“监督方法”.监督方法将一些机器学习算法应用于一组训练数据，以便能够预测未见的测试数据的标记.他们需要一个带注释的训练任务的文本数据集，这就创建了一个区分极性的模型.

为了应用机器学习方法，应该通过描述性特征来表示文本.之后，应该使用一些技巧来训练极性分类器.文献中介绍的大多数解决方案都是通用的机器学习技术，而其中一些解决方案是特定用于情感分析的.[Fabrizio2002]是第一个将通用文本分类算法应用于情感检测领域的研究人员.[PB2002]比较了支持向量机（SVM）和朴素贝叶斯进行电影评论任务的表现.

表征学习方法已经在各种应用中显示出有前景的分类效果，这其中之一是极性分类.[Richard2013]利用深度学习训练一个Treebank情感分类器，[TD2014A]开发了一个深度学习的Twitter情绪模型，[C´ıcero2014]应用深度卷积神经网络对短文进行分类，[TD2014B]发展了神经网络的方法，找到了伴随着单词情感的连续的单词表达，[TD2015]试图使用级联的方法构成来封装文档的特征，并学习文档的情感.所有这些研究试图通过应用各层隐藏节点来寻找极性的表示，其中第一层由文本的原始特征组成.

相当大部分的文献致力于发现在学习中有用的特征和技术.这些特征中的大部分类型在文本挖掘的其他领域也被应用，如下所示.

#### 2.1.1 基于存在和基于频率的特征

描述一段文字最常见的方法是使用一个二进制向量，其中每个元素对应于一个字典中的一个项.如果词语i存在于文本中，则矢量中索引i处的元素设置为1，否则为0.同样，可以将文本描述为表示单个词语重复次数的向量.前者被称为基于存在的类型的特征，后者被称为基于频率的类型的特征.虽然术语频率是信息检索中的一个流行特征，但[PB2002]使用基于存在的特征时获得更好的性能.

#### 2.2.2 Unigram和N-Gram特征

一个unigram是指文本中的单个单词，n-gram表示句子中的一组保持顺序的相邻单词.虽然n-gram比unigram特征具有更多的信息，但是使用句子中词语的位置并且作为一个整组词汇使用是否在提高性能方面有效率一直是一个争议.例如，[PB2002]报告，unigrams比n-gram更有效;然而，一些其他的研究，如[Kushal2003]表示bigrams和trigrams的组合会给出更好的结果.

#### 2.1.3 词语的一部分

某些类型的单词更有可能携带关于句子或文档的极性的信息.因此，为了检测这样的单词，词类可能是良好的鉴别器.在以往的文献中指出，形容词在确定文本意义上非常重要.事实上，形容词既可以作为主要特征，比如[Tony2004]和[Casey2005]的作品，也可以作为选择其他特征的过滤器.例如，Turney使用形容词来检测一组短语作为特征，然后根据这些特征确定文档的极性[Peter2002].

除了形容词之外，其他词性标签，如“宝石”等名词或“爱”等动词可以提高任务的性能[PB2008].以往的一些工作比较了分类任务中形容词，副词，动词，名词的有效性，包括[Farah2007]，[Tetsuya2003]和[Janyce2004].

#### 2.1.4 句法

一些研究人员使用依赖关系树来调查基于依赖关系的特征的使用情况[LB011].在以前的文献中，文本中依赖关系的有效性有矛盾的结果.[Kushal2003]等认为性能略有改善.[Kushal2004]，而[Vincent2006]得出的结论是，添加基于依赖关系的特征不会比简单的基于n-gram的分类器有任何改进.

#### 2.1.5 否定性词汇

在句子中否定词语的使用可能会完全翻转该句子的极性.例如，在“他不喜欢蓝色”的情况下忽略“不”，会导致误报.对否定词附近出现的词附加“不”作为基本技巧是[Sanjiv2001]第一次使用的.尽管假设每个否定词翻转下面一部分词的极性在很多情况下都起作用，但这不是普遍的规则.后来的工作试图通过颠倒基于词性标签模式的短语的极性来优化这种技术[NJC2004].

除了显式的否定词以外，还有其他可能改变句子极性的词.例如，在“他们避免不健康的食物出现在商店里”这个句子中的动词“避免”，以及在“她否认欣赏这个品牌”中的动词“否认”都隐含地颠倒了句子的极性.

#### 2.1.6 面向主题的特征

一个给定的句子的情绪可能是由主题确定的.例如，汽车评论中的“快速”一词被认为是正面的，而在电影评论中被认为是负面的.在[Tony2004]的文献中特别研究了不同的面向主题特征.

### 2.2 基于未标记数据的工作

很显然，为未标记的数据提供解决方案总是比较困难，因为与标记数据相比这类数据缺少标签.实际上，评论和新闻等大多数信息性和主观性文本格式都没有标签，因此不能用它们训练分类器.

研究人员试图从多种角度来解决无标签数据的问题.我们已经将相关的方法分为三类.第一类解决方法的目的是扩展包含单词和其优先使用极性的词典，这部分方法在第2.2.1节中进行解释.第二类涉及领域适应方法，这在第2.2.2节中描述.大部分关于未标记数据的工作都属于这两类解决方法.但是，在这个领域中也有其他类型的工作.我们将在2.2.3节中描述这些方法.

#### 2.2.1 词典扩展

建立一个针对未标记数据的分类器的一个非常基本和简单的方法是使用词汇字典.词典是一些词的集合，每个词与显示其极性的分数相关联.如果它是为情感表示的目的而开发的，那么它可能会显示词表示每种可能的情感的程度.在分类时，对测试样本中包含的每个单词的极性分数进行提取和处理，以预测整个文本的极性.这些分数可以以不同的方式进行处理，包括求和，取平均数等等.这个通用的解决方法被称为“基于词典”的方法.目前，已有现有的词典可以用于此目的;然而，为了具有更高的性能，可能需要创建适合于所讨论问题领域的词典.由于人工构建词典是一项繁琐且耗时的工作，因此建议使用称为“词典扩展”的自动解决方案.研究人员应用不同的方法从数据中的信息自动创建词典.这种基于语料库中的信息来扩展词典的方法被称为“基于语料库的词典扩展”.首先在这方面进行研究有[Vasileios1997],[Vasileios2000]和[HY2003].他们通过对词语的出现进行简单假设来处理问题.例如，[PB2002]认为，在临近“优秀”一词的词可以被认为是正面的，而与“贫穷”相邻的词可能是负面的.一般来说，在词汇扩展中的初始阶段使用的潜在词汇被称为“种子词汇”.

在[Alina2006]，[Andrea2005，2006a，2006b]，[Aidan2006]，[Hiroya2007]，[Nobuhiro2007]中对于创造涉及情感集群的词汇或短语的词典进行了进一步的尝试.在这些工作中[Vasileios2000]是一个好的尝试.他们通过使用诸如“but”和“and”之类的“对立约束”来创建一个词典，然后将词汇聚合到两个分区.

在找到这些词的集合后，为了给他们分配情感取向（或极性的程度），一些不同的技术被提出.例如，[Vasileios2000]简单地假设频率更高的词更可能是正面的.

另一种流行的技术是使一组种子词具有极性，然后根据其他词与种子词的关系来分配新词的极性.换句话说，通过传播种子的极性来分配新词的极性[Alina2006]，[Michael2005]，[Andrea2005,2006a]以及[Jaap2004].这种方法被称为“基于字典的词典扩展”.

值得指出的是，大多数提到的方法都试图找出单词的“先验极性”.一个词的“先验极性”是指它所调用的极性，不管这个词出现在哪个上下文中，而“上下文极性”是这个词相对于上下文的极性.例如，由于“安全”一词总体上具有正极性，因此我们可以假设它有一个正的先验极性.但是，如果它发生在“有三位活着的前国土安全顾问”这样的句子里面，那么它就不会表示任何正面或负面的极性，因为它是一个指称表达的一部分.因此，它具有中性的“语境极性”.在此先验极性应该被进一步用来确定关于概念和领域的词语的“语境极性”，例如在[Theresa2005b].

#### 2.2.2 领域适应

一个可以产生适用于任何领域的任何类型的数据并且对非标记数据非常有用的训练分类器的方法是在针对一个域或主题的被标记的数据集上训练分类器，这个分类器称为“源”.然后使用它标记来自另一个领域的未标记的被称为“目标”数据.然而，在不同的领域进行这一操作的结果显示这种方法不令人满意[John2007].这是可以预见的，因为在一个域中使用的关键字和短语可能与另一个域中的关键字完全不同.而且，一个领域中的一个词可能会与另一个领域中的这个词表示不同的情感.因此，让训练过的源分类器适用于目标域是一个重要的步骤.这个过程被称为“域适应”.

根据[JJ2007]的观点，领域适应被认为有两种不同的方法，即“标记适应”和“实例适应”.在标记适应中，标记函数是自适应的，因为某些特征（意见挖掘中的词）在源域和目标域之间在极性上会有所不同.实例自适应会调整特征的概率函数;例如，从一个域到另一个域的词频的变化被建模.

[Anthony2005]在早期尝试解决这一问题，他们评估了四种可以以某种方式使分类器适用于目标领域的基本方法的表现.这些方法包括：对所有可能的域进行训练，将特征限制在目标域中观察到的特征，使用分类器的集合以及使用一小组标记的域内数据.

[YH2006]尝试进行进一步的简化.他们通过对句子进行逻辑回归来排列两个标记的数据集的特征，并选择排名高的特征作为在所有领域中最通用的特征.

标签转移是在以前的一些工作之上进行领域适应的另一种方法.标签传递的基本思想是通过在源域上训练的分类器来找到目标域信息最丰富的样本，然后标记这些信息性实例来训练一个全新的分类器.[TSB2007]是第一个使用这个方法的工作.后来，同样的团队通过一个被他们命名为“频繁同现熵”的方法来选择“可概化特征”，从而提高了系统的性能.最近[LSS2013]应用相同的方法，通过委员会策略让分类器查找目标域中信息最丰富的实例.

在以前的工作中，用于不同方案的一种非常常见的技术是将每个领域的特征聚类为两组.第一组属于无论域如何变化都经常出现的特征，称为“域独立”.第二组称为“域特定”特征，这种特征在其所属域中是常见的.做这种聚类的原因是以某种方式将源域的域特定特征与目标域的域特定特征进行对齐操作，然后调整源域中训练好的分类器.

根据上面的解释，应该按以下两个步骤进行：

特征聚类：根据建议的方法来区分这两种类型的特征.识别域独立特征的方法是在任何域中查找发生次数超过阈值的特征.为了找到特定领域的特征，应计算每个特征对每个领域的依赖程度.在信息论中，这可以通过使用特征和域之间的“互信息”来完成.

对齐：对齐是将目标域中每个特定于域的特征映射到源域中的一个或多个特定于域的特征的一个步骤.在文献中这一步骤被以不同的方式实现.在第一次尝试中，[John2007]通过使用称为“结构对应学习”（SCL）的算法来解决这个问题.SCL试图找到与领域无关的特征（枢纽特征）作为最通用的特征，然后通过训练线性关键训练器找到枢纽特征与其他特征之间的对应模型.

[LT2009]尝试通过使用术语文档矩阵的非负矩阵三因子来处理对齐问题.基本上，它们将源文件中的术语文档矩阵分解，然后通过矩阵（表示每个单词是否出现在两个域中）来估计文档矩阵在目标域中的因子.

[Sinno2010]旨在通过谱特征对齐算法在两个域中对特定领域的词进行聚类.尽管已经有SCL算法，这项工作仍希望利用域特定和域独立词语之间的所有关系.基本上，他们创建了由两个域特定和域独立特征组成的特征的二分图.那么，如果存在来自两个域的两个域特定的特征，那么这两个域具有许多通用的与域独立的特征，可以将它们对齐以便彼此对应.

除了聚类对齐方法之外，还存在其他针对基于源域和目标域中特征选择的自适应问题的解决方案.这种方法试图找到一个特征空间，与其他空间相比，源域和目标域分布之间的差距最小.两个域的特征被转移到这个新的特征空间，然后在新特征集中的源域上训练分类器.这个分类器可以保证在目标域上以更高的性能工作.

#### 2.2.3 其他方法

还有一些其他方法适用于未注释数据，包括但不限于以下内容.

引导：总体思路是在另一个数据集上使用初始的预训练分类器来标记目标数据集，然后使用这个新标记的数据集来训练一个新的分类器.[Nobuhiro2006]使用这种方法来标记一组具有正/负极性的超文本标记语言（HTML）文档.

信念网络建模：信念网络最近的应用之一是训练一个情感分类任务的模型.[LCH2009]为著名的概率文档模型“潜在狄利克雷分配”（LDA）[David2003]的结构增添了一层情感层.使之可以找出一组文档中关于每个主题的单词的极性.

结合词典学习和机器学习的方法：词典学习和机器学习方法可以结合起来弥补彼此的弊端和缺点.为了优化初始训练分类器（不同领域）的性能，[QLK2009]使用基于词典的分类器，其中在每个步骤中首先用词汇分类器标注数据，然后在标记的数据集上训练学习分类器.然后继续操作直到两个数据集的结果具有最小距离.另一项工作中，[Rudy2009]尝试使用基于规则的分类器和SVM分类来建立半监督混合分类器.

还有其他的工作中的分类任务并不完全基于生词.例如，[HX2013]使用表情符号来查找社交媒体中给定评论的情绪.

## 3 与极性相关的资源

极性分类方法的研究和分析需要资源，如词典和注释数据集.人们可能需要通过手动标记来产生他/她自己的资源.对文本数据进行注释对于个人来说可能是一项繁琐且费时的任务.而且，由于文本的情感是一个主观的问题，在不同的受众中有不同的解释，所以有必要包括不止一个注释者在注释中的多个视角.尽管有许多工具可以作为数据注释的一种选择，但利用这些工具可能会导致注释资源质量的不足，因为这些工具中的注释者大多是在心理学，语言学和社会学等领域没有知识的普通人.

情感注释的挑战性鼓励大多数研究人员利用现在已有的资源.即使在研究领域存在注释数据集，找到它仍然很耗时.在这里，我们介绍一些最知名的词库和极性挖掘数据集.一些有用的情感挖掘资源在第6节中进行描述.请注意，了解创建这些资源的过程有助于如果想要建立他/她自己的词典或数据集.

表一 与极性有关资源的汇总；Table I. Summary of Polarity-Related Lexicons

### 3.1 词典

有许多公开可用的词典是以前词典创造和以前的情感分析工作上扩展的结果.在这些词典中，下列词汇是文献中最常用和最有效的词汇（表I中可以看到下列词汇的总结）.

#### 3.1.1 哈佛通用咨询

这个词典是第一次尝试[Philip1968]编制情感分析的单词列表的结果.词典包含其单词的句法，语义和实用信息.在为每个单词提供的信息中，以这个词是否令人感兴趣来区分“正面”和“负面”.词典包括11,790个单词.这个词汇中的每个单词的分数将是1,0或-1，这意味着这个单词分别是积极的，中性的或消极的.

#### 3.1.2 意见字典

这个词典是刘兵的情感分析研究的结果[胡和刘2004; 刘等人 2005年]，共6786个词语，其中有2009个标记为正，其余标记为负。他们从中提取的文字包括客户对产品各种特征的看法。他们通过发现包含产品大量特征的句子并从这些句子中提取形容词来提取词语。之后，他们将这些提取出来的词根据单词词典中同义词和反义词的得分分成正反两个集合。每个单词的分数的定义与哈佛通用问询词典的得分定义相似。

#### 3.1.3 多视角问题解答（MPQA）

#### 3.1.4 WPARD

#### 3.1.5 SentiWordNet 3.0

#### 3.1.6 NRC

### 3.2 数据集

#### 3.2.1 亚马逊

#### 3.2.2 电影数据集

#### 3.2.3 博客

## 4 情感理论调查

## 5 情感挖掘方法

### 5.1 多标签情感分类调查

### 5.2 推特上的情感挖掘调查

### 5.3 其他语言的情感挖掘

## 6 与情感有关的资源介绍

### 6.1 字典

#### 6.1.1 Wordnet Affect

#### 6.1.2 LIWC

#### 6.1.3 NRC

#### 6.1.4 NRC Hashtag

#### 6.1.5 Clean Balanced Emotional Tweets (CBET)

#### 6.1.6. 词情感映射词典

#### 6.1.7 汉语字典

### 6.2 数据集

#### 6.2.1 ISEAR

#### 6.2.2 童话故事

#### 6.2.3 SemEval 2007

#### 6.2.4 TEC

#### 6.2.5 CBET

## 7 总结
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